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EFFECT OF INTERMI_ENT WATER INJECTION ON

AERODYNAMIC HEATING OF A SPHERE-CONEAT FLIGHT VELOCITIES

TO 18 000 FEET PER SECOND*

By Ivan E. Beckwith and Dennis M. Bushnell

Langley Research Center

Temperature measurements obtained during the ascent flight of a 9° half-

angle cone-cyllnder vehicle (RAM B2) with a spherically blunted nose have been

analyzed to determine aerodynamic heat-transfer rates. The data are in agree-

ment with an integral theory for turbulent boundary layers up to an altitude

of about 65 000 feet and a velocity of 4000 feet per second. Transition to

laminar boundary layer then occurredj and the resulting value of minimum criti-

ca& Reynolds number for transition was approximately 1 × lO 6 based on local

flow conditions and distance from stagnation point_

Intermittent water injection was initiated at an altitude of 150 000 feet

and a flight velocity of 14 000 feet per second. The first few injection

cycles from the side ports caused a large cooling effect as far as 1 foot down-

stream of the injection site. An analysis of this cooling effect has been made

by means of an approximate one-dimensional theory for water droplet motion and

evaporation. At distances of less than 0.7 foot from the injection site, the

results are in agreement wlth the data when _rrelations of NACA TN408__for mean initial droplet diameter are used. , _j_,/_

INTRODUC_ION

The development of ablating materials for reducing aerodynamic heating and

maintaining structural integrity of hypersonic vehicles has been very successful

in the last few years. There are some situations, however, where active cooling

systems become desirable or necessary. Examples of such situations would be

when a given aerodynamic shape must be accurately maintained, or when the cool-

ant must be injected beyond the nominal boundary layer to reduce radio attenua-

tion caused by the plasma sheath which is present in the shock layer on a blunt

body. In order to utilize the coolant efficiently, practical injection systems

which will deliver the optimum amount of coolant in the desired region need to

be developed. Methods for predicting the subsequent behavior and effectiveness

of the coolant are also required.



The first flight vehicle to use an active cooling system for the purpose
of allevlatlr_ ra_ioattenu_ion has be6n flown. This vehicle was designated
RAMB2 and is one of a series in the RAM(Radio Attenuation Measurement)
research program at the NASALangley Research Center. Preliminary reports of
the effect of the coolant, which was water, on radio transmission from the
RAMB2 vehicle are available in references l, 2_ and 3. Details of the vehicle
design and performance are given in reference 4.

Aerodynamic heating data from previous RAMflights are reported and ana-
lyzed in references 5 and 6. The vehicles used in these flights were 9° half-
angle cone-cyllnders with spherically blunted noses of 1-1nch radius. The same
basic shape was used for the RAMB2 vehicle, but the nose radius was increased
to 4 inches.

The primary purpose of the present report is to present and analyze the
aerodynamic heating data obtained during the RAMB2 flight, with particular
emphasis on the effect of water injection and evaporation on surface heat
transfer. A quantitative method for predicting the effect of water droplet
evaporation on the laminar boundary layer is developed, and the results are
comparedwith the experimental data on surface heating.

SYMBOLS

A

CD

Cp

Cp,max

C

Cp

d

ao

F

fr

fs

H

Heff

area, or constant in drag coefficient equation

droplet drag coefficient

pressure-coefficient ratio

specific heat of metal or ablation materials

specific heat of air or gas mixture at constant pressure, energy per

unit mass per OF

droplet diameter

orifice diameter

drag force

recovery factor

fraction of entering free-stream air cooled by spray (see eq. (A39))

total enthalpy

effective heat of ablation
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h

h*

k

L

7

M

N

Na

n

NNu

Npr

NSt

P

q

R

Rref

r

rN

S

T

t

static enthalpy
g • •

.w it•

heat-transfer coefficient

thermal conductivity

latent heat of liquid

axial distance from stagnation point

wall thickness

Mach number

mass flow rate

number of orifices

droplet concentration

exponent in drag-coefficlent equation

Nusselt number
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Prandtl number

h*
Stanton number,

pUCp

pressure

heat-transfer rate per unit area

d

ratio of drop diameter to initial value, dl

ideal gas constant, energy per unit mass

reference Reynolds number, Pt,_rN_
_t

droplet radius

nose radius of vehicle

surface distance downstream from Injection orifices

temperature

time
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Sub script s:

a

ab

aw

cw

c

C

iuitla2 r_s_onso time of ablation material (see eq. (4))

velocity

relative velocity between gas and droplets, um - ud

4

mole fraction

surface coordinate with origin at stagnation point

coordinate normal to surface

k
thermal diffusivity, 0--g

similarity parameter (see ref. 17)

ratio of specific heats

total angle of attack, or similarity boundary-layer coordinate (see

ref. 14)

coefficient of viscosity

density

surface tension of liquid

angular displacement around vehicle (see fig. 3)

air

ablation

adiabatic wall

cold wall

coolant

continuum applied to CD or NNu
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FM

i

m

0

sat

t

V

W

i

O0

droplet
uo

external to boundary layer

film

free molecule

initial value

injected liquid

mixture of air and vapor

zero mass transfer

saturation point of liquid or vapor

stagnation point on vehicle

vapor

wall or surface of vehicle

initial value at injection point

free stream ahead of bow shock
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APPARATUS

Launch Vehicle

The launch vehicle was an unguided, three-stage configuration with solid-

propellant rocket motors. It was designed to place a 175-pound payload on an

ascending trajectory at an altitude of 180 000 feet with a velocity of about

20 000 ft/sec. The first and second stages consisted of the Castor-E8 and

Antares-IA1 rocket motors, respectively, and were fin stabilized. The third

stage consisted of a 30 KS 8000 (Alcor) rocket motor and the test vehicle, which

was flare stabilized. Complete details of the rocket motors and construction

of the launch vehicle are given in reference 4.

Test Vehicle

The test vehicle, or payload, was a 9° half-angle cone-cyllnder-flare con-

figuration with a spherically blunted nose of 4-1nch radius. The maximum diam-

eter of the cylindrical section was 22.25 inches. The total length of the

vehicle including the 13 ° half-angle flare was 138.2 inches. In order to pro-

vide a clean environment for the water injection, the forward portion of the



cehlcJe consisted of _ beryllium shell that varied in thickness from 1.5 inches
at the _taguetion pcint to 0.16 inch a_ its downstreamend. The streamwlse,
or axial, length of this beryllium heat sink was 18.81 inches. The remainder
of the vehicle wasprotected by a noncharring ablation material. (See ref. 7.)
The properties of the ablation material as used in the present report are
listed in table I. A complete description of the vehicle including the interior
layout and construction detail is given in reference 4.

Injection Orifices

The injection system was designed to place a liquid spray throughout the
inviscid shock layer. The vehicle was provided with three injection sites:
one at the stagnation (or nose) region and two on opposite sides of the coni-
cal portion about 1.3 inches aft of the sphere-cone Junction. The injection
site at the stagnation region had 6 orifices arranged in a circular pattern
with 1 at the center for a total of 7 orifices, all of O.08-1nch diameter.
Each side injection site had 14 separate nozzle stations with 7 orifices at
each station for a total of 98 orifices, all of O.O15-inch diameter. Figure 1
is a photograph of the beryllium nose section showing the injection orifices at
the stagnation region and the injection nozzle stations on one side of the cone.
Also visible in this photograph are the differential pressure ports used to
sense angle of attack as described in reference 4.

The detailed layout and dimensions of the injection sites and orifices are
given in figure 2. The side nozzles were arranged in a lateral pattern that
extended 49° around the side of the vehicle with 3.5° angular spacing between
each nozzle site as indicated in the figure. The side nozzles were installed
so that their center-line axes were perpendicular to the local surface of the
vehicle. The nose nozzles were installed so that their center-line axes were
parallel to the axis of the vehicle.

A rotary distribution valve was used to vary the mass flow and the on and
off sequenceduring an injection cycle by opening the appropriate number of
nozzles to the pressurized storage tank. The cycle was repeated continuously
starting at llO seconds from launch and lasting until the water supply of
22 pounds was exhausted. A cycle consisted of an injection period of 2 seconds
from the stagnation nozzles, an off period of 1 second for attenuation calibra-
tion purposes, and an injection period of 2 seconds from both side sites simul-
taneously, followed by another off period of 1 second. (These times are nom-
inal; the actual injection and off periods varied from the nominal values by
O.1 to 0.2 second due to fill and bleed times of the plumbing.) During the
injection periods the flow rate was varied through seven levels for both the
stagnation and side nozzles. A more detailed description of the injection
system and its operation is given in reference 1.

ThermocoupleInstallation

A total of 21 thermocouples were attached at various points on the vehicle.
The present report is concerned only with data from ll of these thermocouples:
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5 that were attached to the beryllium nose portion and 6 that were attached to

the aluminum skin, which supported the ablation material. The thermocouple

Junctions were made by spot welding the individual wires about 0.06 inch apart

to the inside surface of the beryllium shell or aluminum skin. Chromel-alumel

wire of O.Ol-inch diameter was used on the beryllium nose, and iron-constantan
wire of the same diameter was used on the aluminum skin.

The locations of the thermocouples used in the present report and the cor-

responding structure or skin thicknesses are given in figure 3, which is a

side-view sketch of the forward portion of the vehicle. Note that thermocouples

2, 4, and 5 are directly downstream of a side injection site at _ = 270°,

whereas thermocouples 1 and 3 are at _ = 0°, which is 90o from the center of

the side injection sites.

Figure 4 is a sectional drawing of the beryllium nose cone and shows the

location of Joints and flanges in relation to thermocouple locations. Due to

the high thermal conductivity of beryllium_ these joints and flanges would be

expected to have some effect on temperature in their vicinity. The thermal

conductivity and heat capacity of beryllium were taken from reference 8. The

density of beryllium was taken as 114 Ib/ft3.

The output of each thermocouple was sampled at a rate of 3 times per sec-

ond by commutating switches. Real-time data were transmitted from the 225.7-Mc

telemetry system, and an 80-second delayed playback signal was transmitted from

the 244.3-Mc telemetry system. Thus, in case of loss of signal due to blackout,

complete telemetry coverage was provided after the vehicle emerged from black-

out conditions. Further details on vehicle instrumentation, transmitting and

recording equipment, range stations, and so forth, are given in reference 4.

TEST CONDITIONS

Trajectory

The RAM B2 vehicle was launched on May 28, 1963, at 2:59:09 p.m.e.d.t.

from the NASA Wallops Station. The trajectory was designed to penetrate the

blackout region during the ascent when the vehicle was within range of coastal

land and off-shore ship receiving stations. The ascent portion of the trajec-

tory was thereby the primary data period_ and it was unnecessary to design the

vehicle to survive the more severe reentry heating conditions.

The principal trajectory parameters of interest in the present investiga-

tion are plotted against time from launch in figure 5. These parameters are

based primarily on smoothed radar data as discussed in detail in reference 4.

Ignition and burnout times are also shown in figure 5. The peak velocity was

almost 18 000 ft/sec at third-stage burnout, which occurred at an altitude of

163 000 feet (fig. 5(a)). The Reynolds number based on free-stream conditions

reached a peak value of 1.05 × lO 7 per foot (fig. 5(b)) during first-stage

burning. These large Reynolds numbers together with the size of the vehicle

indicate that turbulent boundary-layer heating would probably be present during



this portion of the flight. The peak Machnumber(fig. _(c)) of 20._ was
reached at a time of about 190 seconds whenthe altitude was 263 000 feet.

Angle of Attack

Envelope curves of the maximumand minimumangle of attack obtained from
reference 4 are plotted against time from launch in figure 6. Up to the
beginning of water injection at llO secondsthe angle of attack was less than
2° except for a period of _ seconds after second-stage ignition. Since the
vehicle was spinning at a rate of about 3 rps (ref. 4), this angle of attack
would not have any significant effect on aerodynamic heating.

After llO seconds, however, the angle of attack appears to diverge to
increasingly large values until at 150 seconds it varied from about 0._o to 7o.
The blank regions in the data after ll0 seconds occurred during stagnation
injection when flow field variations or the presence of water near the sensing
ports prevented valid readings. It is possible that the data which are shown
during the remainder of the injection period maybe affected by residual water
within the pressure instrument cavity or pressure ports. Even if the large
angle-of-attack excursions indicated in figure 6 actually occurred3 they prob-
ably did not have large effects on temperature data, since the vehicle spin
would tend to average out tem_peraturevariations because of the large heat
capacity of the structure.

Pressure Distributions and Local Flow Conditions

The local surface pressures which were required in the boundary-layer
solutions used in the present investigation were obtained from reference 9-
The results of reference 9 are based on invlscid-flow-field solutions for
sphere-cones by the method of reference 10. Typical distributions of the
surface-pressure coefficient are shownin figure 7(a). A 9° Prandtl-Meyer
expansion at the cone-cyllnder Junction (x/r N = 12.87_iwould reduce the pressure
coefficient ratio to 0.0086. This value was then assumedconstant from the
junction to the downstreamthermocouple station.

The variation with free-streamNach numberof the normalized pressure coef-
ficient at the five thermocouple stations on the beryllium nose section is
shownin figure 7(b). The variation of Machnumberwith altitude indicated in
this figure corresponds roughly to the RAMB2 trajectory; hence, these values
of normalized pressure coefficient are used in all subsequent calculations for
these stations.

With the local pressure known, the local velocltyj density, and tempera-
ture at the edge of the boundary layer can be computedby assumingan isentropic
expansion from the stagnation point. Stagnation-polnt entropy was obtained
from the normal-shock tables of reference ll. This entropy and the total
enthalpy were then used to determine all other stagnation-point conditions from
the equilibrium air properties of reference 12 which was also used for the
isentroplc expansion.
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Resulting values of the local Reynolds number at the five thermocouple

stations on the beryllium nose are shown in figure 8(a). The length used in

the local Reynolds number is the distance along the surface from the stagnation

poin% and the viscosity is computed from Sutherland's formula. The large

Reynolds numbers during the first 50 seconds of the flight indicate again that

turbulent heating can be expected during this time.

The local Mach number for these five stations is plotted in figure 8(b).

Both the local Mach number and Reynolds number are parameters of interest in

connection with the possibility of transition from laminar to turbulent (or

vlce-versa) flow in the boundary layer.

Water Flow Rates and Efflux Velocities

Water injection was initiated at llO seconds after launch by a squib valve

between the supply tank and the rotary distribution valve. The distribution

valve was set in operation at launch and was rotated at a constant speed of

1 revolution in 6 seconds. The duration of one injection cycle was thus approx-

imately 6 seconds. When the squib valve fired 3 the rotary valve was part way

through a side injection cycle.

The total water flow rate is plotted against time in figure 9. The data

shown in this figure were actually obtained from a preflight calibration for

which all pertinent flight conditions were duplicated as close as possible.

These conditions were: the supply-tank pressure, exit pressure, rotary-valve

speed, and vehicle spin rate.

Note that seven distinct levels of flow are evident for each stagnation

and side injection period up until the stagnation injection period at about

162 seconds when only 4 levels can be distinguished. This same change in mass-

flow variation was observed during several calibrate runs and was believed to

be caused by a partial malfunction of the diaphragm in the supply tank. Since

the change occurred near the end of the injection period and appeared to be

reasonably repeatable, no modifications to the injection system were made and

it was assumed that the observed variation also occurred in flight.

The integral of the flow-rate curve of figure 9 is 21.5 pounds as compared

with the total of 22 pounds of water initially loaded in the tank. The on-

board measurement indicated some slight changes in tank pressure out to about

200 seconds. Apparently, the approximately 0.5 pound of water remaining after

180 seconds was discharged in the succeeding 20 seconds.

In order to obtain estimates of the ratio of mass flow rate of water to

mass flow rate of air, W*, in the mixing region, it is necessary to determine

the maximumpenetration of the water spray. In reference 13 the maximum pene-

tratlon of a liquid spray for cross-current injection was correlated in terms

of the free-stream density and velocity and the efflux velocity and density of

the liquid. The variation of efflux velocity for injection from the side ori-

fices during the RAM B2 flight is shown in figure lO. These velocities were

computed for the maximum and minimum mass flow rates by using the data from

9



figure 9 and the corresponding total exit area of the orifices. That Isj for

the maxlmummass flow 3 all 28 nozzle stations on both sides were in operation

for a total of 196 orifices. For the minimum flow rate, 4 nozzle stations, or

28 orifices, were in operation. The velocities are slightly larger for the

smaller mass flow due to the smaller losses in the system. An idea of the total

losses in the system can be obtained by comparing the previously discussed

results with the velocity computed directly from the tank pressure with the

assumption of no losses.

ACCURACY

The level of the measured temperatures is considered to be accurate to

within ±2 percent of a full-scale reading. This percentage error results in

an absolute error of ±40 ° F for the chromel-alumel thermocouples used on the

beryllium nose and ±20 ° F for the iron-constantan thermocouples on the aluminum

skin. The accuracy of an indicated temperature reading from any one thermo-

couple in relation to other readings during its time history is much better than

this and depends mainly on the sensitivity of the telemetry system, the response

time of the instrument system_ and the sampling rate of the commutating switch.

The response time of the instruments is better than 1 millisecond and the

sampling rate of the commutatlng switch was 3 readings per second per thermo-

couple. The capability to detect any cyclic variation in temperatures is thus

limited by the sampling rate and the thermal response time of the structure

where the thermocouple is attached. Typical random data scatter for a monatonic

increase in temperature indicates that the relative accuracy is about _+5° F for

any particular chromel-alumel thermocouple.

The main concern in the present report in regard to accuracy is the thermo-

couple instrumentation system. However, the accuracy of trajectory parameters

is also important 3 particularly the altitude. Information concerning the accu-

racy of the trajectory data, as well as vehicle motion, is available in
reference 4.

HEATING PREDICTIONS

Laminar

Sta6nation point.- The stagnation-point heating rate is a convenient ref-
erence value for the laminar heat-transfer distribution on the rest of the

vehicle and was computed from the correlation of reference 14. This correla-

tion applies directly to spherically shaped noses and depends only on the flight

velocity and altitude.

The computer program of reference 15 was used to compute wall temperatures

for the stagnation point and all thermocouple stations considered in this

report. This program uses as input the "cold wall" heating rate qcw and 3 by

iteration, determines the response of the wall structure in order to calculate
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the final wall temperature and the final aerodynamic heating rate qw, where
it is assumedthat

qcw qw

Haw Haw- hw

As an example of this computing procedure, the input values of qcw and

the values of qw obtained from the program for the stagnation point are shown

in figure ii. Peak heating occurs at 120 seconds at an altitude of 165 000 feet

and a velocity of 18 000 ft/sec. At early times in the flight, before i00 sec-

onds, there are large differences in qcw and qw because hw/Haw is still

appreciable. For times greater than i00 seconds when M_> i0 the values of

qcw and qw are approximately the same since hw--w--<<i.
Haw

The surface temperatures obtained from the calculation for the stagnation

point are shown in figure 12. The outside surface temperature peaks at about

160 seconds or 40 seconds after peak heating. The inside surface temperature

lags the value at the outside by a maximum of 675 ° F which occurs at peak

heating. These large differences between the inside and outside temperatures

are caused by the large wall thickness which was 1.5 inches at the stagnation

point.

Distribution.- The theoretical distribution of laminar heat-transfer coef-

ficient along the surface of the sphere-cone portion of the body is shown in

figure 13. The local similarity theories of references 16 and 17 were used to

compute the ratios h*/ *ht as shown in the figure. The method of reference 17

allows for a change in the enthalpy profile along the body; whereas, the method

of reference 16 assumes this profile to be invariant. The effect for the pres-

ent configuration is seen to be small. The nominal conditions used in the cal-

culation (as given in fig. 13) are close enough to the flight conditions during

the latter portion of the trajectory so that the effect on h*/h_ would be

The h*/_ distribution computed by the method of referencenegligible. 17

was used in subsequent calculations for wall temperature during the laminar

heating period.

The heat transfer just downstream of the cone-cylinder Junction is reduced

to about 1/2 the value on the cone. This decrease in heat transfer depends

only on the reduction in pressure which was given in figure 7(a).

Turbulent

Turbulent heating rates were computed by two methods. One of these is a

"local flat plate" method based on a modification of Falkner's skin-friction

formula (ref. 18) and Reynolds analogy. The resulting expression for heating

rate is

ll



0.0157PwUe(Kaw- Hw)
qw = (i)

IP_e___X)I/7

This expression has the advantage of being very simple to apply and was found

to be in good agreement with experimental turbulent heating rates on blunt

bodies at stream Mach numbers of about 4 or less (refs. 19 to 21).

The other method used for computing turbulent heating is that of refer-

ence 22. This method is based on the complete solution of the boundary-layer

integral equations which are transformed to a quasl-lncompressible form. Power-

velocity profiles anda Colburn type skln-friction law based on momentum thick-

ness are used in the transformed equations. Because of the form of the skin-

friction law and other assumptions used in this theory, the quantity

<2>Nst(Rref) I/5 = PeUe(Haw_ Hw)

is independent of Reynolds number and depends mainly on the pressure distribu-

tion, and to a lesser extent on the flight Mach number, wall temperature, and

the ambient temperature. This quantity is plotted against x/r N in figure 14

as computed from the theory of reference 22. The nominal conditions used in

the calculation are given in the figure.

( )li5Also plotted in figure 14 is the variation of NSt Rre f as obtained

from the local flat plate method computed by equation (1). Since the Reynolds

number dependence of equation (1) is different from the theory of reference 22,

a comparison between the two methods is valid only if the Reynolds number is

specified. The value of Rre f chosen for this purpose was 3.4 x 106 which

occurs at a time of about 40 seconds from launch for the RAM B2 flight. (During

the time interval from 20 to 50 seconds the curve shown would not vary more than

from 7 to -4 percent as the Reynolds number decreases from its peak value.)

The maximum difference between the predictions of the two methods occurs

at the sphere-cone Junction ( x/r N = 1.41) where the integral method of refer-

ence 22 predicts heating about 40 percent lower than the value for local flat

plate theory. Most of this difference is due to the effect of pressure gradient

which is the greatest at this location. Farther downstream, near the cone-

cylinder Junction, the integral method gives heating about 15 percent lower,

presumably because the skin-friction law used in the integral method is based

on the momentum thickness and thus would account more properly for previous

boundary-layer history than does the local flat plate method. In the vicinity

of the thermocouples from x/r N = 2.02 to x/r N = 4.80 the results from the

12



integral method average about 25 percent less than those from the local flat
plate method.

RESULTSANDDISCUSSION

Temperature-TimeHistories for Zero Injection and

Transition on Beryllium Nose Section

Measured temperatures.- Temperature-time histories on the beryllium nose
section are shown in figure 15. The solid llne curves are faired from telem-

etered data as obtained for the five thermocouples (figs. 15(a) to 15(e))

attached to the inside surface. The dashed line curves were computed from

theoretical heating rates and will be discussed in a subsequent section.

During the first 40 seconds of the flight, the temperatures at all thermo-

couple stations increase rapidly. This portion of the trajectory is during the
first-stage boost when the velocity is increasing to a peak of 4000 ft/sec but

the altitude is less than 50 000 feet. The free-stream Reynolds number reaches

its peak of 107 per foot at about 25 seconds; thereforej there is a possibility

that turbulent heating occurred during this period of the flight.

Transition as indicated by heatin_ rates.- Experimental heating rates have

been estimated by assuming the beryllium shell behaves as a simple calorimeter;

that is 3 the aerodynamic heating rate is assumed proportional to the indicated

temperature-time derivative according to the relation

- dT w

qw : (3)

Heating rates computed in this manner from the faired temperature data of fig-

ure 15 are plotted against time from launch in figure 16. Also plotted in fig-

ure 16 are predicted heating rates as computed from the turbulent and laminar

theories described previously.

Up to about 35 seconds the data are in best agreement with the integral

turbulent theory of reference 22, although at peak heating (30 seconds) the

data are still from 20 to 30 percent below the theory. Between 50 and 60 sec-

onds the data tend to approach the laminar theory (except for thermocouple i)

and from 60 seconds to llO seconds (the start of water injection) the data are

in good agreement with laminar theory. It is thus apparent that the boundary

layer changed from turbulent to laminarj more or less simultaneously at thermo-

couples 2 to 5 in the time interval from about 50 to 55 seconds. By referring

to figures 8(a) and (b) it is seen that for these thermocouple stations, this
time interval corresponds to a local Reynolds number range from about 0.8 × lO 6

to 1.5 × 106 and local Mach numbers from 2.18 to 2.35. From a comparison of

the data and theory of figure 16(a) for thermocouple i, it is possible to con-

clude that transition occurred a little earlier at this station, possibly at

13



45 seconds. This time corresponds to a local Reynolds number of i x 106 and

a local M_ch number of 2.15 for this station.

Since the observed transition was from an established turbulent boundary

layer to a laminar boundary layer, it is apparent that these Reynolds numbers
are minimum critical values for transition at the local conditions of Mach num-

ber and wall temperature. (From fig. 15 and the known trajectory conditions 3

the ratio of wall temperature to stagnation temperature was about 0.64 at

50 seconds.) That is, for the particular body shape investigated and wall tem-

perature a turbulent boundary layer could not exist at any lower Reynolds num-

ber. This conclusion is further substantiated by possible effects of angle-

of-attack disturbances associated with second-stage ignition at 51 seconds as

indicated by figure 6. These disturbances would tend to maintain a turbulent

boundary layer as long as possible. It is therefore concluded that the minimum

critical Reynolds number for transition based on local conditions and length of

flow from the stagnation point is i × 106 for this type of body shape. (This

value is based on the assumption that transition occurred at 50 seconds for

thermocouples 2 to 5 and at 45 seconds for thermocouple I.) The corresponding

local Mach number is 2.2j and the ratio of wall temperature to stagnation tem-

perature is 0.64.

Aerodynamic heating data obtained on the RAM A1 and RAM A2 vehicles are

reported in references 5 and 6. The nose portion of these vehicles was the

same shape as that of the RAM B2 but had a radius of i inch. The velocity-

altitude trajectories of these vehicles were similar to that of the RAM B2.

Transition from initially turbulent boundary layer to laminar boundary layer

was also observed in these flights. In reference 5, the transitional Reynolds

numbers based on local flow conditions and surface distance from the stagnation

point varied from 0.9 × 106 to 1.6 x 106 at a local Mach number of about 2.80.

These transitional Reynolds numbers are in good agreement with the present

values and can probably also be considered minimum critical Reynolds numbers.

No transition Reynolds numbers were reported in reference 6; however, the

data indicate that transition occurred at roughly the same stream conditions

as in reference 5 so about the same values of transition Reynolds numbers would

be expected.

Comparison of predicted and measured temperatures.- Temperature-time

histories on the beryllium nose for zero water injection were computed by using

the numerical method of reference 15. The resulting values for the inside sur-

face temperatures are plotted in figure l_. The local flat plate theory

(eq. (1)) was used for the turbulent heating rates up to transition which 3 for

the present purpose, was assumed to occur at all stations at 50 seconds. From

this time on, laminar heating rates were used as described previously.

The agreement between the computed temperatures and the faired telemetry

data (fig. 15) is good up to about 35 seconds, or about 5 seconds past peak

turbulent heating rates. After 35 seconds the computed temperatures are higher

than measured values. Part of this discrepancy is probably caused by the theo-

retical heating rates being too large as shown by figure 16. Another reason

for the discrepancy may be the conduction of heat into the flanges and joints
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on the beryllium nose. This heat conduction is not accounted for by the simple

calorimeter equation used. From the sectional drawing of figure 43 the heat

conduction losses would be expected to affect thermocouples i, 2, and 5 more

than thermocouples 3 and 4. Examination of figure 15 shows that from 35 to

ii0 seconds the measured temperatures at thermocouples i, 2, and 5 (figs. 15(a),

(b), and (e)) are a maximum of 105 °, 50 °, and 45 ° below the predicted tempera-

tures, whereas at thermocouples 3 and 4 (figs. iT(c) and (d)), the temperatures

are at most 35 ° below the predicted values. It is thus apparent that at least

some of the discrepancy between the measured and computed temperatures is due

to heat conduction into the flanges and Joints. Also, the observed decrease

in temperature at thermocouple i during the time interval from 49 to 60 seconds

can only be explained by heat conduction into the nearby joint, since the pre-

dicted local aerodynamic heating is still positive during this time according

to figure 16(a).

Temperatures on Part of Cone-Cyllnder Covered by Ablator

Measured and predicted temperatures at typical thermocouple stations on

the inside surface of the aluminum and ablator composite wall are shown in

figure 17. The predicted temperatures were obtained from the computer program

of reference 15 with the ablator layer dividedinto 20 uniform step thicknesses,

but with the aluminum skin treated as a heat sink of uniform temperature. The

heat input rates used in the calculation were determined in the same manner as

in the computation of the beryllium temperatures of figure 15 as described in

the previous section. The material properties of the ablator and the expres-

sion for the heat of ablation as used in the computation are listed in table I.

The material properties used for the aluminum skin were: p = O.lO1 lb/in.3

and c = 0.22 Btu/lb-OF.

The measured temperatures are within about 25° F of the predicted values

until after llO seconds plus the initial response time _t i. This initial

response time was computed from the equation

At i = __i ___i2 (4)
12 c_

where _i is the initial thickness of the ablator material. The factor of

1/12 was obtained by assuming a cubic temperature profile in the material,

which is treated as a semi-infinite slab with boundary conditions appropriate

to a step input of heat at time zero. The time At i then corresponds to the

arrival of a finite temperature increase at the depth of _i" It follows that

any change in heat input conditions at the exterior surface is not sensed at

the inside surface until At i seconds later. It is therefore apparent that

the increasing discrepancy between the measured and computed temperatures that

occurs at approximately llO + Ati seconds as indicated at thermocouples 6, 12,

and 16 (figs. 17(a), (b), and (c), respectively) is caused by the cooling effect

of water injection which was initiated at llO seconds. The predicted tempera-

tures were computed for zero injection.
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Another feature to be noted in the data of figure 17 is the apparent
smaller response time indicated at thermocouple 6 (fig. 17(a)) as comparedto
either the value from equation (4) or from the temperature curve, computedby
the "exact" numerical method of reference 15. This indicated response time
appears to be smaller than At i for the first temperature rise at about 30 sec-
onds and also after the start of water injection as indicated by the "knee" in
the faired data curve at about 140 seconds. The good agreementbetween the pre-
dicted and measuredresponse times at the other two stations as shownin fig-
ures 17(b) and (c) indicates that the value used for thermal diffusivity is cor-
rect. If the thermal diffusivity is correct then it seemslikely that someof
the ablation material was lost in the vicinity of thermocouple 6 early in the
flight, during the first i0 or 20 seconds.

In order to determine how muchmaterial mayhave been los% th e preflight
thickness at the five thermocouple stations is comparedin figure 18 with an
effective thickness 3 which was defined as

Effective thickness = _2G_At)I o

The quantity (_t)l o is the time required for a thermocouple to showan
increase of 1° F (according to faired telemetry data) above the temperature at
time zero. According to the figure_ almost 0.1 inch of material was apparently
lost at thermocouple 6 as comparedwith little or no loss of material at the
other five stations.

The predicted reduction in material thickness _ due to the normal abla-
tion process is shownin figure 19. The change in thickness due to this effect
would certainly be less than O.OO1inch during the first heat pulse.

The reason for the indicated excessive loss of material at thermocouple 6
is unknown. It is possible that someflow disturbance upstream caused a large
increase in local heating. However3 it seemsmore likely that the large shear
or pressure forces during the first lO to 30 seconds (when the dynamic pressure
was near 6000 lb/ft 2 (ref. 4)) caused a localized failure of the material. Such
a failure mayhave started near the plugs (fig. 4) used to fill bolt holes in
the ablation material provided for assembly of the nose-cone structure to the
vehicle. A cross section of such a typical plug is shownin figure 4# and the
location of the plug nearest thermocouple 6 is also indicated.

Effect of Water Injection on Temperatures and Heating Rates

Gross effects.- A qualitative indication of the different effect of side

and nose injection on heat transfer to the vehicle surface can be obtained by

comparing the faired temperature histories of thermocouples 2 and 4 (figs. 15(b)

and (d)) with those of thermocouple 3 (fig. 15(c)). At the end of the injec-

tion period (about 200 seconds from launch)3 the temperatures at the former

thermocouples are less than the temperatures at the latter thermocouple by

about 200 ° F and 100 ° F, respectively. Since thermocouples 2 and 4 were
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directly downstream of the side injection sites and thermocouple 3 was dis-

placed 90 ° laterally from the side sites (fig. 3)3 it is apparent that the

reduced temperatures at thermocouples 2 and 4 were caused by the relatively

greater cooling effect of side injection as compared with nose injection.

Also note that thermocouple 2 (fig. 15(b)), which was about 5 inches down-

stream of the side injection site, indicated a marked decrease in temperature

beginning at 120 seconds or shortly after the start of injection. Figure ll

shows that peak heating occurred at 120 seconds, so this reduction in tempera-

ture would represent a large cooling effect of the side injection. Thermo-

couples 4 and 5 are farther downstream from the side site and the faired data

did not indicate any actual decrease in temperature due to injection at these

stations.

A quantitative indication of the magnitude of the cooling effect can be

obtained by comparing the measured and computed temperatures after the start

of water injection (at llO seconds) as shown in figure 15. The computed tem-

peratures in this figure are for the case of zero injection. Temperatures read

from this figure are listed in the following table, where subscript c is used

to denote a computed temperature and subscripts 1 and 2 are used for tem-

peratures at llO and 200 seconds_ respectively.

Thermo- _' Figure
couple deg

TI, TI, c, T2, T2jc, T2jc- T2,

OF oF OF oF OF

1 0 16(a) 535 628 832 1080 248
2 270 16(b) 585 645 592 1060 468
3 0 16(c) 601 638 795 1046 291
4 270 16(d) 598 632 683 1016 333
5 270 16(e) 580 633 705 995 290

_2, c- (Tl, c- TI_ - T2,

OF

155
4O8

299

237

The last two columns on the right provide a direct measure of the cooling

effect. The first of these columns is the difference between the computed and

measured temperatures at the end of the injection period (approximately 200 sec-

onds). The apparent effect of water injection was a reduction in all tempera-

tures by at least 290 ° F.

A more realistic estimate of this temperature reduction can be obtained

by adjusting the theoretical temperature curves for the loss of heat due to

conduction into flanges and Joints. This adjustment was made, somewhat arbi-

trarilyj by subtracting the difference between computed and measured tempera-

tures at llO seconds from the computed values at 200 seconds. The result is

shown in the last column on the right. The temperature decrease caused by the

cooling effect of water injection then varies from 155 ° F to 408 ° F with the

largest values occurring for stations at _ = 270 o, which are directly down-

stream of the side injection ports. The actual amount of heat removed by the

water thus varied from about 240 Btu/ft2 to 470 Btu/ft 2 during the 90 seconds

duration of injection. These values were computed from the appropriate values
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of beryllium thickness, specific heat, density, and temperature differences

corresponding to thermocouple positions 1 and 2.

The smaller cooling effectiveness of stagnation injection as compared with

side injection may be due to several different reasons. One of these reasons

would be that for a given coolant flow rate, the resulting coolant concentra-

tion for nose injection would be less than that for side injection, since the
same amount of coolant would be distributed over the entire flow field rather

than Just a portion of it as in the latter case. This effect was noted in the

wind-tunnel tests of reference 13 where approximately eight times more coolant

had to be injected at the nose to get the same local cooling effect as with

side injection. Another possible reason for the smaller effectiveness of nose

injection could be a smaller droplet concentration in the boundary layer along

the side of the vehicle, Thus, even if the concentration of droplets in the

stagnation region boundary layer was initially large, it would tendto decrease

downstream of the hemisphere, since the outward momentum of the droplets would

act so as to force them away from the vehicle surface as the flow expands

around the hemisphere nose. Also, the high temperatures and densities in the

boundary layer of the nose region would cause more rapid evaporation so that

by the time the coolant reaches the downstream side regions, its concentra-

tion in the boundary layer would be further reduced. Under these conditions,

the only mechanism that could cause any cooling effect would be a smaller local

_recovery temperature due to the reduction in free-stream stagnation tempera-

ture. Calculations by means of a simple droplet evaporation theory as applied

to the inviscid stream indicate that the enthalpy potential for heat transfer

to the wall can be reduced to at least one-half of its value without injection

for conditions typical of the early part of the injection period. The evapora-

tion theory used is described in the appendix. This effect of reducing the

enthalpy potential would then reduce the heat input to the surface by the same

factor, if there were no change in the boundary-layer flow itself.

C_clic temperature variation caused by side injection.- Temperatures meas-

ured by thermocouples 1 to 5 on the beryllium nose as obtained directly from

telemetered data points are plotted against time in figure 20. The switch

sampling rate for these data was approximately 3 per second and every data

point is shown during the time interval from lO0 to 175 seconds. Although

there is considerable scatter in the data, presumably due mostly to the sensi-

tivity of the telemeter system, it can be seen that thermocouples 2, 4, and 5

(figs. 20(a), (b), and (c)), which are directly downstream of the side injec-

tion ports, ' indicate a marked decrease in temperature during the side injection

pulses. The side and nose injection pulses are identified at the bottom of

the figure. For thermocouple 2, these large decreases in temperature are evi-

dent through the fifth side injection pulse, up to 136 seconds. For thermo-

couples 4 and 5, the decreases occur only during the first four pulses of side

injection, up to 130 seconds.

In contrast to the noted response to side injection of thermocouples 2, 4,

and 5, thermocouples 1 and 3 (figs. 20(d) and (e)), which are displaced 90 °

laterally from the side injection ports, do not indicate any particular cooling

effect during the side injection pulses. Rather, by comparison with the pre-

dicted temperature variation for no injection, there appears to be a gradual
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increase in cooling effect starting at about 115 seconds. It should be noted

that the predicted temperature variations shown in figure 20 are identical to

those of figure 153 except that the curves have been adjusted downward to coin-

cide with the data at llO seconds. This adjustment was made so as to correct

for heat conduction effects up to this time and also to afford a better com-

parison between computed and measured temperature variations.

It is thus apparent that side injection caused a large cooling effectj at

least as far downstream as thermocouple 5, whereas nose injection caused a

much smaller effect which was not evident until after ll5 seconds. Possible

reasons for the lack of large cooling effects after 136 seconds are considered

in a subsequent section. The thermal response of the beryllium wall to the

predicted heating rate for no injection is small as indicated by the corre-

sponding predicted temperature variation at the inside and outside surfaces

shown in figure 20(a). The effect of the thermal response time of the beryl-

lium wall on temperatures at the inside surface with intermittent water injec-
tion is considered in the next section.

Thermal response of beryllium wall.- The thermal response of the beryl-

lium wall to a cYclic heat input variation was investigated theoretically by

means of the computer program of reference 15. The assumed aerodynamic heat

input to the exterior surface as used in this calculation is plotted against

time in figure 21. The duration and timing of the negative heat pulses were

chosen to match the first three side injection periods as indicated.

The inside and outside surface temperatures as obtained from this calcula-

tion are plotted against time in figure 22. It is evident that the inside sur-

face temperature can be expected to follow this assumed cyclic heat input very

closely. Moreover_ the temperature-time slope at the inside surface adjusts

rapidly to the changing inputs at the outside surface and is in close agreement

with the slope at the outside surface. Consequently, the thin-skin-calorimeter

technique of determining heating rates from measured temperature-time slopes at

the inside surface is applicable in this case.

The telemetered data points from thermocouple 2 are shown for comparison

in figure 22. The agreement in trends and temperature level between the data

and the calculated values indicates that large negative heating rates occurred

during side injection periods, and that these heating rates can be reliably

estimated from the average temperature-time slope of the data points.

Quantitative analysis of the effect _of water droplet evaporation and

motion on boundary-layer profiles.- A simplified method has been developed for

predicting the effect of evaporation and motion of water droplets (or ice
particles) on the boundary-layer profiles and surface heat transfer. A

detailed description and derivation of the analysis and discussion of the

assumptions is given in the appendix. The essential features are as follows:

The boundary layer that would normally exist Just upstream of the liquid

injection site is divided into a number of layers. Each layer is bounded by

flow streamlines_ and the water droplets initially deposited in a layer at the

injection site are assumed to remain in that layer. The amount of water in
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any particular layer is determined such that the ratio of mass flow rate of

water to mass flow rate of air, W*, is constant across the boundary layer.

The subsequent acceleration and evaporation of the water droplets in a layer

is governed only by the mean gas velocity, density, and temperature in that

layer. With the initial droplet diameter dI and mass-flow ratio W* as

parameters, the effect of water addition on the momentum and enthalpy of the

air-vapor mixture can then be determined at any downstream location. The

values of W* used in the present analysis are based on values computed for

inviscid stream conditions and typical injection rates as discussed in the

appendix. Consistent with the simple evaporation theory used, shear forces,

diffusion, and heat transfer between adjacent layers are neglected. The assump-

tion is thereby made that the water droplet evaporation and motion are the pre-

dominant effects on the development and adjustment of the boundary layer just

downstream of injection.

The initial boundary-layer profiles Just upstream of the injection site

were obtained with the computer progra_ that was used for the real-gas, local-

similarity, boundary-layer solutions of reference 14. The local conditions

used for these profiles corresponding to the RAM B2 trajectory at ll5 seconds

and x__ = 1.86 on the sphere-cone were
rN

He = 1.457 X l08 ft2/sec 2

h e = 0.911 x l08 ft2/sec 2

Pe = 0.0194 atm

Te = 7160 ° R

u e : 1.045 X i0_ ft/sec

= 0.244

U' = 0.042

hw = 0.0437H e

For convenience these initial profiles were than divided into layers of uniform

thickness in the transformed coordinate _ (see ref. 14) of Aq = O.1. The

resulting step sizes _3 in the physical plane, are shown on the left side of

figure 23. Due to the large density near the wall, the values of 2_y vary

from about 0.25 X 10-3 foot at the surface to 0.85 X 10-3 foot at

Y = 4.5 x 10-3 foot. The total boundary-layer thickness for the conditions

used was approximately 0.058 foot; however, only the inner portion of the

boundary layer out to y = 4.5 x 10-3 foot where T _ 5000 ° R is considered

here so that ideal-gas relations can be used with reasonable accuracy. Also,

in the simplified method used, only the temperature and thickness of the stream

tube or layer next to the wall are required to estimate the wall heating rate.
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Also shown in figure 23 is the variation in initial droplet diameter with

distance out from the surface as computed from the correlation formula of ref-

erence 23. This formula is

  :345 oI
o/

(5)

which shows that for a given orifice diameter do and liquid properties, the

mean droplet diameter varies inversely as the product of the i/4 power of the

density and 3/4 power of the velocity. Thus, the droplet diameter computed

from equation (5) is largest for the surface layer because of the small air

velocity there. In fact, this droplet diameter for the surface layer is

dl = 7.75 × 10-4 foot_ which is larger than the thickness of the surface layer

(2.5 × 10 -4 foot). Hence, it is believed that such large drop sizes are unre-

alistic, and due to factors such as migration of droplets between layers, a

more realistic value is thought to be some average diameter for the region of

the boundary layer shown in figure 23, such as d I = 1.6 × 10 -4 foot, or

approximately 50 microns.

The profiles at various downstream distances from the injection site were

computed from the equations in the appendix for both the constant initial drop

diameter of 50 microns and the variable drop diameters as shown in figure 23.

The resulting profiles for the temperature and velocity of the air-vapor mix-

ture are shown in figures 24 and 25 at distances from the injection site of

O.lO, 0.393 0.66, and 0.93 foot. The last three distances correspond approxi-

mately to the locations of thermocouples 2, 4, and 5. The initial boundary-

layer profiles Just upstream of the injection site (called s = 0) are also

shown in these figures. The symbol points in these figures are the midpoint

location and conditions for each layer. In all cases only the inside portion

of the boundary layer consisting of the original nine layers of figure 23 is

shown. The temperature profiles for s > 0 shown in figure 24(a) were computed

for variable values of dI with W* = 1.53 whereas those in figures 24(b) and

(c) are for d1 = 50 microns for all layers and with W* = 1.5 and 3.0,

respectively. The corresponding velocity profiles are shown in figures _(a),

(b), and (c), respectively.

Comparison of figures 24(a) and (b)shows that the use of the constant

drop diameter results in a lower mixture temperature near the surface but a

higher temperature farther out than does the variable drop diameter. This

effect would be expected, since for a given water flow rate, more water is

evaporated with small droplets than with large ones. A large value of W*

(fig. 24(c)) results in lower temperatures in all layers and a larger increase

in thickness of all layers. This effect of increasing the boundary-layer

thickness is due primarily to the increased mass flow of gas as the water is

evaporated.

Similar effects on the velocity profiles are evident in figure 25. That

is, the use of the constant value of dI produces smaller velocities near the
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surface and larger velocities farther out in the boundary layer than does the
use of variable drop diameters. Thus3 the smaller the initial droplet size 3
the more the gas mixture velocity is reduced. The reason for this apparent
paradoxical behavior is that the small droplets can be accelerated faster 3
thereby removing momentumfrom the gas stream at a greater rate. Figure 25(c)
shows that the velocities are reduced in all layers when W* is increased.

The quantity R3 is the cube of the ratio of the local droplet diameter
to the initial value and is thus equal to the fraction of the injected water
still in liquid form. In order to illustrate the different evaporation rates
resulting from the various initial droplet diameters and values of W* used
in figures 24 and 25, the values of R3 are plotted against distance from the
wall in figure 26 for the samethree sets of conditions used in the former fig-
ures. Comparisonof figures 26(a) and (b) showsthat more of the liquid is
evaporated whenthe drops are small. Comparisonof figures 26(b) and (c) shows
that less of the injected liquid is evaporated for W* = 3.0 than for
W* = 1.5. However3 relatively more water is actually evaporated in the former
case since the mass ratio of water vapor flow rate to airflow rate is given by

: -R3) (61

Effect of water droplet evaporation on heat-transfer rate to vehicle

surface.- The experimental heating rates during side injection pulses have been

estimated at thermocouple positions 23 4, and 5 by using equation (3) with the

corresponding temperature-time slopes obtained directly from the data of fig-

ures 20(a)# (b)# and (c). The resulting heating rates for the first five side

injection pulses are plotted against distance from the injection site in fig-

ure 27. These heat-transfer rates are generally negative (indicating heat was

removed from the surface) and tend to become less negative at greater distances

from the injection site and at later times corresponding to higher altitudes.

For comparison with these experimental data 3 the droplet evaporation theory

described in the previous section has been used to calculate the surface heat-

transfer rates during the side injection pulses. This calculation was done by

assuming a linear temperature variation between the computed temperatures in

the layer next to the wall and the surface temperature which 3 for the 11S-

second case, had a value of approximately 1060 ° R. Thus 3 the theoretical heat-

transfer rate to the surface is given by the expression

qw =km, w

2 /s_

(7)

where the subscript sl indicates that Tm and f_v are evaluated for the

layer next to the surface. The thermal conductivity of the gas mixture evalu-

ated at the wall 3 km_w3 was assumed to be the same as that of air at the wall
temperature. This assumption seems reasonable for two reasons. First, the

actual mole fraction of water vapor present in the layer next to the wall is
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small. The mole fraction of water vapor to air is obtained from equation (6)
multiplied by the ratio of the molecular weight of air to the molecular weight
of water_ and is thus

The values of R3 from figure 26 are R3_ 0.93 in the wall layer for
x = 0.39 where the large changes in wall heating are already encountered. For
W* = 1-53 the resulting mole fraction ratio of water vapor to air is _0.17.
Second3 the thermal conductivity for pure steam is about 0.9 of that for air at
these temperatures (see refs. 24 and 25) so that even for mole fractions much
closer to unityj the thermal conductivity of the mixture would be close to that
of air.

The results of the calculation are plotted in figure 27. Each curve is
labeled with the values of W*3 dl, and trajectory time used to determine
input conditions. Consider first the four curves for ll5 seconds. With
W* = 1.5 and dI varied according to figure 23 (dl_ w _ 240 microns) the pre-
dlcted cooling rates are considerably smaller (less negative) than the experi-
mental values at ll5 seconds. When dI = 50 microns, the predicted values are
in good agreementwith the data at the first two thermocouple positions_ and
about the sameresults are obtained with both W* = 1.5 and W* = 3.0. When
the drop diameter is assumedto be 5 microns, the predicted cooling rates are
considerably too large. From these results it can be concluded that the value
of W_ used in the theory is less critical than the initial drop diameter and
a value of dI = 50 microns is about right. Note that this value of dI is
based on the correlations of reference 23 (eq. (5)) applied at somesmall dis-
tance away from the wall. In this case# this distance was 2 × 10-3 foot or
about 3-5 percent of the initial boundary-layer thickness.

As was noted prevlously_ the experimental data indicate that for later
times corresponding to higher altitudes the cooling effect of water injection
becomessmaller and tends to approach zero at thermocouple 5. In order to
further check the theoretical method used, two cases were computedfor condi-
tions at 135 seconds with W* = 3.0 and values of dI of 67 and 5 microns.
The former value of dI was obtained from equation (5) applied at a point
about 3.5 percent of the total boundary-layer thickness from the wall as in the
llS-second case. The results for dI = 67 microns are again in good agreement
with the dataj but only at the first thermocouple station. The predicted
cooling rates for dl = 5 microns are too large. Apparently, the theoretical
prediction method is still valid at 135 seconds when the meanvalue of dI as
obtained with the correlation of reference 23 is used. The reduction in cooling
effectiveness at the higher altitudes is apparently caused by the smaller evap-
oration rate, which in turn is due to the reduced densities.

The discrepancy between predicted and measuredheating rates at the down-
stream stations for both ll5 and 135 seconds is probably caused partly by the
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assumption of negligible heat conduction and shear between layers in the simple

flow model used. This assumption would not be expected to apply except Just

downstream of the injection site. Another factor that may be partly responsi-

ble for the observed discrepancy would be a tendency for a reduction in drop-

let concentration at the downstream stations. That is, the droplets probably

have slight outward, as well as lateral, velocity components both of which

wotuld result in smaller coolant concentrations in the downstream regions as

compared with the theoretical predictions for which W_ is assumed constant.

Another possible mechanism that could contribute to the observed cooling effect

is separation due to the liquid jets. This mechanism could become more impor-

tant at higher altitudes; however, no attempt was made to include separation

effects in the present analysis. Data of reference 13 indicate that separation

effects wotuld generally be small except for large relative injection rates and

small Reynolds numbers.

Also included in figure 27 are theoretical heating rates for no injection

computed as described previously from figures ll and 13. Comparison of these

values at s = 0 with the values computed directly (qw = 13.8 Btu/ft2-sec and

qw = 9.6 Btu/ft2-sec at ll5 and 135 seconds, respectively) from the similar

boundary-layer solution used in the evaporation theory indicates that the latter

values are lower by about 25 and 20 percent at ll5 and 135 seconds, respec-

tively. These differences are apparently caused by slight discrepancies in

input conditions for the calculations and other differences in the methods such

as the correlations used in the calculations of figures ll and 13.

CONCLUSIONS

Temperature measurements obtained on the beryllium nose cone and the

ablation-protected aluminum substructure of a spherically blunted cone-cylinder

model (RAM B2) during ascent flight have been analyzed and compared with theo-

retical predictions. The effect of intermittent water injection on surface

heat transfer has been determined and also compared with theoretical predic-

tions. The following conclusions have been made:

1. The boundary layer on the beryllium cone was turbulent up to an altl-

tude of about 65 000 feet and a flight velocity of 4000 ft/sec. The indicated

heat-transfer rates during this period were compared with predictions from a

local flat plate theory and an integral theory for turbulent boundary layers.

The data were generally in better agreement with the latter theory, but were

still below the predicted values by 20 to 30 percent.

2. Transition from turbulent to laminar bounda_ layer occurred for local
Reynolds numbers (based on flow length) from 1 × lO to 1.5 × lO 6 and local

Mach numbers of about 2.2. The minimum critical Reynolds number for transition

at these conditions and for this body shape was therefore approximately
1 x lO 6.

3. The properties of the ablation material used in a numerical calculation

for the temperatures of the supporting substructure resulted in good agreement
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with measured temperatures except at the most forward station. The response

time to the initial heat pulse at this forward station was too small to be con-

sistent with the initial material thickness. A possible explanation is that

some loss of material occurred because of large shear and pressure loads in

the first l0 to 20 seconds of the flight.

4. Water injection from side portsj which were located Just downstream of

the sphere-cone Junction 3 resulted in a much larger cooling effect than injec-

tion from the stagnation region. The first four or five pulses of side injec-

tion caused a marked reduction in temperature of the beryllium wall at the

instrumented stationsj which were all within 1 foot downstream of the injection
site.

5. A theoretical method for predicting the magnitude of the cooling effect

of side injection was derived and found to be in agreement with the data 3 as

far downstream as 0.7 foot from the injection sit% provided that initial water

droplet diameters were based on correlations of NACA TN 4087. At a distance

of 1 foot from the injection site 3 the theory overpredicted the cooling effec%

presumably due to the simplifying assumptions used.

Langley Research Center 3

National Aeronautics and Space Administrationj

Langley Station_ Hampton, Va., March 23_ 1965.
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APPENDIX

ANALYSIS OF DROPLET MOTION AND EVAPORATION IN A BOUNDARY LAYER

One-Dimensional Theory for Droplet Motion and Evaporation

The following theoretical analysis is intended to provide first-order

estimates of spray evaporation times and distances. The analysis is similar

to the drop evaporation theory of reference 1 except that the air and water

vapor are treated as ideal gases with constant specific heats and no dissocia-

tion. Application of the present analysis is thereby limited to the inner por-

tion of the boundary layer where temperatures are less than about 5000 ° R.

Steady flow is assumed and the conservation of mass 3 momentum, and energy

is required in a control volume consisting of a two-dimensional stream tube as

indicated in the following sketch:

Y] /--Injection
site

h----

S

The droplets are assumed to be deposited in the stream tube at s = 0 with a

small s component of velocity. The y velocity components of both the drop-

lets and air-vapor mixture are neglected. The assumption of a small stream-

wise or s component of droplet velocity is consistent with the installation

of the RAM B2 side injection orifices, which were normal to the vehicle sur-

face. The assumption of a small or negligible normal or cross-current droplet

velocity component is perhaps not as obvious. However, if any droplets at all

are deposited in the boundary layer close to the surface they would of neces-

sity have small y velocity components. Although the mean velocity of the

liquid jet is not negligible and is certainly normal to the surface, the liquid

velocity at the extreme edges of the jet would be very small. It is thought

that the droplets in the boundary layer originate from these edge regions of

the jet.

Conservations of mass.- If no droplets cross the stream-tube boundaries,
then
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where, per unit width of stream tube,

ma = (PaUa _Y)I (Ae)

The area occupied by the gas mixture of air and evaporated liquid at any sta-

tion is

% (A3)
Am = PmUm

and the area occupied by the liquid (or frozen) droplets is

AI = ___I (A4)

PlUd

Hence, the total stream-tube area at any stationj per unit width, is from

equations (A3) and (A4)

f4Y = _n + __ml (A5)
OmUm p _Ud

If it is assumed that the droplets are all initially of the same size and evap-

orate at the same rate, then

so that with the definition W* - _c

(A6)

_Z =W*R3_a (A7)

Then, from equations (AI) and (AT) an expression for the mass flow of the gas
mixture is obtained as

Substitution of equations (A7) and (A8) into equation (A5) and the use of equa-

tion (A2) for ma gives the final expression for the change in stream-tube

area as

(Paua)l F] +Ay W_(1 R3_ (Paua)l R3W* (A9)
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APPENDIX

Conservation of momentum.- The mixing and evaporation process is assumed

to occur at constant pressure. The assumption of constant pressure is based on

the data of reference 13 where liquid was injected from a single orifice on a

sphere-cone model. These data showed that the effect of injection on model

static pressures was small for injection rates comparable to the smaller values

of W* used herein. Hence, by neglecting shear forces at the stream-tube

boundaries, the momentum equation can be written as

_Ua, I + mcud, l = _mUm + mZu d (kiO)

By solving this equation for um and using equations (A7) and (A8), there is
obtained

Um = Ua II + W*Ud_l - W*R3Ud

i + W*(l - R3)

(All)

Conservation of energy.- By neglecting heat transfer at the stream-tube

boundaries, the energy equation is written as

_a(h a ua2] + _c(hz, + %)=mm(hm + _)+ mz(hz +_)+_/1 1

The latent heat of the liquid is given by the expression

(AI2)

L = (h v - hZ)sa t

Then; with the assumption that

h I = hz,l = hz, sat

and with the use of equations (A7) and (A8), equation (AI2) can be written in
the form

_ )+w
ha + _-/i - hv'sat "-- _ (AI3)

Cp_ mTm = - --
1+ -

Motion of droplets.- The drag force on each droplet is

= _ _r2pmV2C D (AI4)F
2

where V is the relative velocity between the gas mixture velocity and the

droplet velocity; that is,

V =u m - u d
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The instantaneous acceleration of the droplets is then given by

dUd _ PmV2CD
-- = (_5)
dt 8 PzrlR

where it has been assumed that the evaporating molecules leave the droplet sur-

face uniformly on all sides and thus contribute no net force.

For convenience in machine computations, two expressions for drag coeffi-

cient for different ranges in Mach number are used. For Md_ 0.5 an expres-

sion similar to that of reference 26 is

CD = CD_ c + (CD, FM - CD, C)e -A(NR3d)n (AI6)

where

_ v (AZ7)

PmVd
- (A18)

NR, d _f

The quantities CD, C, CD, FM , A_ and n are given as functions of Md in

reference i. The basic expression of reference 26 was modified to match the

data of references 27 to 29. The values for the continuum drag coefficient

CD_ c are ta/_en from the data of references 30 and 31. The values for the

free-molecule drag coefficient CD, FM are taken from reference 32 (p. 704).

was also derived to match available data (refs. 33An expression for Md< 0.5

and 34) and is

51._d

CD : (_9)

1 + 0.256M d D + NR, d /

where

N o.82
-o.o28(R,d)

_D : 24 + 0.4 + 1.6e

NR, d
(A20)
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Heat transfer to droplets.- The heat-transfer rate per unit area

a drop is assumed to be used entirely for the heat of vaporization so that

4_r2q _ 4 _pzL dr 33

or

i pzL dr 2
q -

2 r dt

q into

(A21)

The Nusselt number for heat transfer to the droplets is defined as

NNu =
qdcp, v

v2 )]kf r_O _ + Cp, m(Tm - T d

The droplet evaporation rate from equations (A21) and (A22) is thus

(A22)

dR 2

dt kfNNu ffr V2 m (Tm- Td,0 T + Cp,
P ZLrlcp, v L

(A23)

Equation (A23) leads to the well-known result that the square of the droplet

diameter varies as a linear function of time for evaporation of an isolated

droplet in a low-velocity gas stream where NNu is approximately constant.

In the present situation, the local stream properties may vary signifi-

cantly as the droplets evaporate, and the Nusselt number may vary from values

in the free-molecule regime to values in the continuum regime. In order to

provide for a continuous transition from free-molecule to continuum values and

also to include the effect of mass transfer on heat transfer, the Nusselt num-
ber is written as

1 + N u,c(ql o)
NNu_ FM

which is similar to an expression given in reference 35. The quantity q/qo

is the ratio of the heat transfer with mass transfer to the corresponding value

for no mass transfer and is evaluated from reference 36 (p. 21) as

q L

q0 Cp, v AT
ln(l + cp'vL AT) (A25)
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where

V2
AT = fr_0 _ + Tm - Td

2Cp,m

The expression for the Nusselt number in continuum flow is (ref. 36, p. 22)

NNu_C= 2 + 0.6 Npr, f NR,d (A26)

where

Npr_f = _kP-_>f

The Nusselt number for free-molecule flow is written as

V2+ (Tm _ Td)
7m + i -- CP, m

NNu'FM - 7m NSt'FM0mVR dl Cp, v fr 2 (A27)
kf fr, 0 V 2

--+ (Tm - Td)2 ep_ m

The free-molecule Stanton number NSt, FM is given in reference 32 (p. 699) and

can be matched satisfactorily by the expression

0.104 (1 -i.17S0"408)
NSt,F M - S±'±_-r-rT'+ 0.125 - e (A28)

where

V
S =

The free-molecule recovery factor fr (ref. 32, p. 699) can be matched by the

expression

Ym ( 7eO. 707S)
fr = 7m + 1 2 + O. (A29)

Thermodynamic properties of _as mixture.- The thermodynamic properties of

the mixture of air and water vapor depend on the ratio of the mass of evaporated

water to the mass of air_ which is
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The ideal-gas law is used for the density

=P-- (A30)
Pm _mTm

where

W m =
m

Cp3 a + WCp, v

hm (A31)

Rm - Ra + WR-'-v (A32)

The ratio of specific heats is

Ra
7m = + ....

Cp, a + Wcp,

(A33)

Transport properties of film.- The film transport properties as used in

equations (A18), (A22), and (A26) are evaluated at the film temperature defined

as

Tf = 2\2Cp_ m + Tm + T

(A34)

The film viscosity was computed from the mixture formula of reference 37

(constants for the viscosities of air and water vapor were taken from ref. 38)

with mole fractions of air and water vapor modified to represent an average

composition in the film. Thus_ the mole fraction of the water vapor in the
film is

1
Xv3f = _(Xv, d + Xv_m) (A35)

where Xv, d is the mole fraction of vapor at the drop surface, usually taken

as one. The mole fraction of air in the film is then

so that

1 - Xv, f (A36)

Xa, f - 1 - Xv, m Xa3m

Xv_f + Xa, f = Xv_ m + Xa, m = 1
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Two alternate methods for the calculation of film thermal conductivity

were used. In method l, the term which would normally appear in the mixture

equation of reference 37 for water vapor as

was replaced by

4 Cp, v
1

since on the basis of data for water vapor in references 24 and 39 the value

of the Prandtl number for water vapor may be assumed unity for a wide range of

conditions. In method 2, the film viscosity was assumed to be Just that of

water vapor calculated by using the method and constants of reference 38. The

film thermal conductivity was then computed from this viscosity by assuming

Pr, f = 1 and using the specific heat of water vapor as ll 580 ft2/sec 2. The

specific heat of air was taken as 5997 ft2/sec 2- Method 2 was used for the

results given in this report; however, method 1 gave substantially the same
results.

The equations derived in this appendix have been programed for solution

on a high-speed electronic data processing machine. The techniques used in

the solution are the same as those of reference 1.

Application of Evaporation Theory to Boundary-Layer Flow

Basic assun_tions.- It is assumed that for some short distance downstream

of the injection site, the predominant effects on flow changes are caused by

the evaporation and acceleration of the droplets. The simplified droplet

evaporation and motion theory Just described is thereby applied directly to

stream tubes in an established laminar boundary layer. The choice of stream-

tube dimensions is somewhat arbitrary; however 3 the height of the stream tubes

should be as small as practical, consistent with the droplet size used and the

accuracy of the initial boundary-layer profiles. The method for determining

2_yI in the present calculation is discussed in the text of this report.

Another assumption used is that the droplets in any particular stream

tube are all of the same size initially and evaporate at the same rate, so one

droplet size and the initial mean flow conditions characterize the situation

for that stream tube. In order to obtain a finite initial value for the ratio

L4y/_y I from equation (A9), it is necessary to specify a finite value for

Ud, 1. In the present application these values were chosen such that

( aua)l
= O. OO1

OzUd, 1
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In the portion of the boundary layer considered, the resulting values of Ud, I

were less than 6 ft/sec, which seems consistent with the cross-current injec-

tion configuration used for the side sites on RAM B2. (See fig. 2.)

Determination of values for W*.- The actual distribution of coolant across

the boundary layer is unknown; however, a reasonable assumption for this dis-

tribution is obtained as follows: The small physical thickness of the boundary

layer (less than 1 inch for the RAM B2 case) and the likelihood that the amount

of water eroded from a liquid jet as it passes through the boundary layer

depends mainly on the local air mass flow suggest that W* may be constant

across the boundary layer. Observations of water spray distribution reported

in reference 13 generally indicated a uniform concentration of droplets in the

portion of the flow field near the body. The droplet concentration per unit

width in a given stream tube is

Nd=
mc

With the definition of W*, this equation may be written as

w* ( aUa
Nd : _

1 PzUd

(A37)

Thus, if the last factor on the right were constant, then (for rI constant)

the assumption of constant W* would be consistent with a constant droplet

PzUd_Y

concentration. In order to check this possibility, the factor
( aua

(as obtained from the numerical solutions with W* constant) is plotted in

figure 28 against y at values of s of O.1 and 0.39 foot for the conditions

of figure 24(c) (W* = 3.0; dI = 50 microns, constant). At s = O.1 foot,

where the present theory should apply with the best accuracy, the variation

in this factor is small. At s = 0.39 foot, the variation in the factor is

larger and would indicate a smaller concentration of droplets near the sur-

face. In view of the other approximations and assumptions made in the theory,

this variation in the droplet concentration factor is not considered large

enough to invalidate the assumption of constant W*. If anything, the value of

W* should probably be somewhat larger near the wall than in the inviscid

stream, in order to keep N d constant.

The values of W* in the inviscid stream depend on the maximum cross-

current penetration of the spray and its lateral distribution. The maximum

cross-current penetration of the spray, y_ax, for the RAM B2 body shape is

obtained from the correlations of reference 13. For water injection the formula

for ylax is (ref. 13)

34



- - v

(A38)

where u Z is the liquid velocity at the exit of the injection orifice and

Pa/Pv is the ratio of the ambient or air static pressure to the liquid vapor

pressure at the injection site. By the application of equation (A38) to RAM B2

trajectory conditions at times of 120 and 170 seconds and with the use of fig-

ure lO for the injection velocity u_, the results shown in figure 29 were
!

obtained• The value of Ymax from the calculation is the normal distance from
an x'-coordinate axis which is alined with the free-stream flow direction and

passes through the injection orifice. The distance from the surface, as shown

in figure 29, is thus

_y v v 90max = Ymax - x'tan

Also included in the figure is the distance from the surface to the shock wave

as obtained from reference 40.

Comparison of the maximum spray penetration with the shock location as

shown in figure 29 indicates that for most of the injection period, the spray

penetration is slightly less than or somewhat greater than the shock layer

thickness. A reasonable estimate of W* that would represent a mean value in

the region of the spray would then be given by

•F

W* = _\mc 'total (A39)
2

_(R b + Z_ymax) P_U_fs

where Rb is the body radius, _Ymax is the maximum spray penetration from

the body surface# fs is the fraction of the total 360 ° around the body that

is occupied by the spray from one side, and (_C)tota 1 is the total mass flow

for side injection as obtained from figure 9- Maximum and minimum values of

_-_ CJ_o_a___ _ ± from figure 9 are listed in the following table:

Time, sec

ll5

135
165

(_C)mi n per side,

ib/sec

0.i0

.06

.O4

(_nC)max per side,

ib/sec

0.60

-37

.15

The corresponding values of W* computed from equation (A39) for thermocouple 2

are plotted against time in figure 30. The assumed values of fs are also

Im
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shown in this figure and are based on observations in reference 13 that the

spray, even from a single orifice, may spread at least halfway around the body

when pv/p a is large, corresponding 3 in this case, to the higher altitudes.

From the results shown in figure 30, and the preceding discussion, it is

believed that the values of W* of 1.5 and 3.0 are realistic for applying the

theory to the RAM B2 conditions and correspond to the maximum flow rates used.

Results.- The values of Pm' Um2 Ud' R, and Tm for each layer were

obtained as functions of s from the numerical solution of the droplet evapora-

tion equations given previously. The use of these values in equation (A9) gives

the local stream-tube thickness which is then summed across the boundary layer

to determine the distance from the wall to the midpoint of each stream tube.

Plots of Tmj Um3 and R3 against this distance from the wall are given in

figures 243 25, and 26 for various values of s, which is the streamwlse dis-

tance from the injection site.

The heat-transfer rate to the vehicle surface is obtained by assuming a

linear temperature distribution between the midpoint of the layer next to the

surface and the wall temperature that prevails Just before the start of a side

injection pulse. This wall temperature would be the value at the surface for

s = 0 as shown 3 for example, in figure 24. The assumption of a linear tem-

perature distribution next to the surface is believed to be reasonable for small

distances (say s _ 0.4 ft) downstream from injection and small times (say

1 second) from the initiation of an injection pulse.
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TABLEI.- PROPERTIESOFNONCHARRINGABLATIONMATERIAL

p, lb/ft3 ............................... 63
c, Btu/lb-OF ............................ 0.43
k_ Btu/hr-ft-°F ............................. 0.09
_e_f, _tu/Ib ...................... 250 + o.5(Raw - 55o)

• _ 0"376 x105)
m, _/sec-ft 2 0.398 x 109 exp• eeee.ee,e,oee

Tab
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